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Abstract—In this paper we propose a novel network coded
LDPC code design for a multiple-access relay channel (MARC).
We first investigate the achievable rate region for the MARC.
Then we propose a novel physical layer network coded (PNC)
LDPC code structure, named PNC-LDPC code. Next, an iterative
detection-and-decoding receiver is designed to deal with the
multi-user interference at the destination. Based on the code
structure and the iterative receiver, we optimize the degree
distribution of the PNC-LDPC code to approach the system
achievable rate by utilizing the extrinsic mutual information
transfer (EXIT) chart. Simulations show that the performance
of our PNC-LDPC code, with a code length of 10000, at the
destination, is 1.5 dB away from the capacity.

I. INTRODUCTION

In wireless multiple access relay channels (MARC) with
multiple sources, one relay, and one destination, the sources
transmit signals to the destination with the help of the relay.
Conventional decode-and-forward (DF) protocols of the classic
triangle cooperative channels [1] can be readily extended to
the MARC. The capacity outer bound and the achievable
rate region of the MARC with the DF protocol have been
investigated in [2]. According to [2], the achievable rate region
of the MARC is the intersection between the rate region of
the source-to-relay multiple access channel (MAC) and the
rate region of the source-and-relay-to-destination MAC.

Wireless network coding [3, 4] combined with a powerful
channel code, e.g., low-density parity check codes [5, 6], is
an effective method to approach the achievable rate of the
DF based MARC system [7, 8]. In these combined network-
channel coding schemes, the relay explicitly/fully decodes
the messages of each source and combines these messages
based on the channel code to obtain network coded digits.
However, these schemes assume that all the sources’ signals
are transmitted in orthogonal channels, e.g., time/frequency
division multiple access (T/FDMA). In the non-orthogonal
MARC where the sources’ signals are transmitted in the same
time and frequency domains, fully decoding of each source’s
messages at the relay will degrade the error performance due
to the multi-user interference.

Physical-layer network coding (PNC) [9], on the other hand,
is proposed in two-way relay channels (TWRC) to enhance
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Fig. 1. The system model of the MARC with two-source, one-relay, and
one-destination.

the error performance of the source-to-relay MAC. The main
advantage of the PNC compared to the full-decoding based
network coding (FNC) is that it applies partial decoding at
the relay by viewing the source-to-relay MAC as a single
link channel. This partial decoding of the PNC enables the
collaboration of the two sources’ signals rather than treating
one source’s signals as interferences to the other. Simulations
in [9] show that the PNC achieves a better error performance
relative to the FNC at the relay. This inspiring result motivates
us to focus on the applications of the PNC in the MARC.

In this paper we focus on a non-orthogonal MARC network
with two sources, one half-duplexing relay and one destination.
We consider a strong interference scenario at the relay, i.e., the
received signal-to-noise ratios (SNR) of the two sources at the
relay are the same. In this scenario, the PNC outperforms the
FNC by avoiding fully decoding at the relay. We are interested
in the joint design of the PNC and LDPC (PNC-LDPC) code
for the MARC with additive white Gaussian noise (AWGN)
channels. We first investigate the achievable rate region of the
MARC. Then we propose a novel PNC-LDPC code based on
the multi-edge type LDPC code structure [6]. Next, an iterative
detection-and-decoding receiver is designed to deal with the
multi-user interference at the destination. Based on the code
structure and the iterative receiver, we optimize the degree
distribution of the PNC-LDPC code to approach the system
achievable rate by utilizing the extrinsic mutual information
transfer (EXIT) chart. Simulations show that the bit error rate
(BER) performance of our PNC-LDPC code at the destination
is 1.5 dB away from the capacity. Also, the PNC-LDPC code
outperforms the FNC based LDPC code by 0.8 dB.
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II. SYSTEM MODEL

We consider a non-orthogonal MARC network with two
sources, one relay and one destination, as shown in Fig. 1.
The two sources S1, S2 transmit their information to the
destination D with the help of a half-duplexing relay R.
We assume that the two sources have the same distance to
the relay, and have different ones to the destination. The
sources are located in a circle around the relay with the
angles φ1 and φ2 (φ1, φ2 ∈ (0, 2π]), respectively. The distance
between Si (i = 1, 2) and the relay R is denoted by dR, the
distance between the relay R and the destination D is dRD,
and the distance between Si and the destination D is diD,
where d1D ̸= d2D. The path losses of all the channels are
related to their distances with the same attenuation exponent
γ. Therefore, the channel coefficients between Si and R,
Si and D, R and D are calculated as hR = 1/

√
(dR)γ ,

hiD = 1/
√
(diD)γ , and hRD = 1/

√
(dRD)γ , respectively.

We split one transmission period (n time slots) into two
phases. The first phase has tn time slots (0 < t < 1, and
tn is an integer), in which the two sources simultaneously
broadcast their channel encoded codewords Xi to both the
destination and the relay. The second phase has (1− t)n time
slots, in which the two sources keep silent, while the relay
generates the network-coded parity checks for the two sources,
encodes these checks by using a channel code and forwards the
codeword XR to the destination. In the first phase, the signal
vectors received by the destination and the relay are denoted
by Y1 and YR, respectively, while in the second phase, the
signal vector received at the destination is denoted by Y2.

We assume that the transmitted codewords Xi, i = 1, 2 and
XR are BPSK modulated. We have Xi = [x1

i , · · · , xtn
i ]T ,

where xj
i , j = 1, · · · , tn is a BPSK symbol, and XR =

[x1
R, · · · , x(1−t)n

R ]T , where xj′

R, j′ = 1, · · · , (1 − t)n is a
BPSK symbol. Suppose that all the information is encoded
by systematic linear channel codes. The information part
of Xi is denoted by X̄i = [x1

i , · · · , x
tnRi
i ]T , where Ri is

Si’s code rate. The information part of XR is denoted by
X̄R = [x1

R, · · · , x(1−t)nRR
R ]T , where RR is the relay’s code

rate. All the noises are modeled as AWGN distributed with a
zero mean and variance σ2. To make the total power constant,
we assume that each source has the same power one and the
relay has the transmission power of two, i.e., xj

i ∈ {±1} and
xj′

R ∈ {±2}. The received signal vectors are expressed as
YR = hR(X1+X2)+NR, Y1 = h1DX1+h2DX2+N1, and
Y2 = hRDXR +N2, where NR is the noise vector observed
by the relay, N1 and N2 are the noise vectors observed by the
destination in the first and second phases, respectively.

III. ACHIEVABLE RATE ANALYSIS

We now consider the achievable rates of the BIAWGN
MARC network with the FNC and the PNC schemes. In the
FNC, the relay needs to fully decode two source’s information.
According to [2], the achievable rate region of the DF based
MARC is the intersection between the rate region of the

source-to-relay MAC and the rate region of the source-and-
relay-to-destination MAC. Then the achievable rate region of
the network with the FNC scheme can be written as

RFNC
1 ≤ min {I(X1;YR|X2), I(X1;Y1|X2) + I(XR;Y2)}

n
,

RFNC
2 ≤ min {I(X2;YR|X1), I(X2;Y1|X1) + I(XR;Y2)}

n
,

RFNC ≤ min {I(X1, X2;YR), I(X1, X2;Y1) + I(XR;Y2)}
n

.

Next, we study the achievable region in the PNC and first
focus on the source-to-relay MAC in the PNC. The relay
decodes the superimposed signal X1 + X2 as a non-binary
linear code (on the condition that X1 and X2 are generated
from the same codebook) rather than fully decodes X1 and X2

as that in the FNC [9]. We begin with the mutual information
I(X1 + X2;YR). Each symbol in X1 + X2 can be −2, 0 or
2, i.e., xj

1 + xj
2 ∈ {−2, 0, 2}. Then the source-to-relay MAC

becomes a single link ternary input AWGN channel. Since we
have the following probabilities: P (xj

1 + xj
2 = −2) = 0.25,

P (xj
1 + xj

2 = 0) = 0.5, and P (xj
1 + xj

2 = 2) = 0.25, the
achievable rate of the ternary input AWGN channel can be
calculated as

I(xj
1 + xj

2; y
j
R) =∑

w=−2,0,2

∫ ∞

−∞
P (xj

1 + xj
2 = w)p(yjR|x

j
1 + xj

2 = w)·

log
4p(yjR|x

j
1 + xj

2 = w) dyjR
p(yjR|x

j
1 + xj

2 = ±2) + 2p(yjR|x
j
1 + xj

2 = 0)
,

(1)

where the conditional PDF p(yjR|x
j
1 + xj

2) is

p(yjR|x
j
1 + xj

2) =
1√
2πσ

exp

{
−
(yjR − hR(xj

1 + xj
2))

2

2σ2

}
.

(2)
We calculate the entropy of each ternary symbol xj

1+xj
2 as

H(xj
1 + xj

2) = −0.25 log 0.25− 0.5 log 0.5− 0.25 log 0.25 =
1.5(bit). Note that I(xj

1 + xj
2; y

j
R) is the achievable rate of

the source-to-relay ternary input AWGN channel. According
to the property of PNC [9], the achievable rate of each
source in the source-to-relay MAC can be calculated as
I(xj

1 + xj
2; y

j
R)/H(xj

1 + xj
2). We have I(xj

1 + xj
2; y

j
R) =

I(xj
1, x

j
2; y

j
R). Therefore in the source-to-relay MAC, each

source can transmit with the maximum rate 2
3I(x

j
1, x

j
2; y

j
R)

in the same time. Then the achievable sum rate of the source-
to-destination MAC is 4

3I(x
j
1, x

j
2; y

j
R). Also note that the

achievable rate region of the source-and-relay-to-destination
MAC of the PNC and the FNC are the same. We thus have
the achievable rate region for the PNC as

RPNC
1 ≤

min
{

2
3I(X1, X2;YR), I(X1;Y1|X2) + I(XR;Y2)

}
n

,

RPNC
2 ≤

min
{

2
3I(X1, X2;YR), I(X2;Y1|X1) + I(XR;Y2)

}
n

,

RPNC ≤
min

{
4
3I(X1, X2;YR), I(X1, X2;Y1) + I(XR;Y2)

}
n

.

2944

Authorized licensed use limited to: NANJING UNIVERSITY OF SCIENCE AND TECHNOLOGY. Downloaded on January 12,2021 at 03:07:53 UTC from IEEE Xplore.  Restrictions apply. 



IV. STRUCTURE OF PNC-LDPC CODES

In the PNC, the relay firstly decodes X1+X2 from YR and
maps X1 + X2 to the element-wise product of X1 and X2,
i.e., X1X2 [9]. Then the relay generates the network coded
parity check digits X̄R based on X1X2 and encodes X̄R into
the codeword XR. The destination firstly decodes XR from
Y2 and then decodes the two sources’s information based on
Y1 and XR. We assume that X̄R can be perfectly decoded
from Y2 at the destination.

The source S1 is encoded by a single link LDPC code
with code rate R1, which is denoted by C1. The source S2 is
encoded by another LDPC code C2 with code rate R2. Without
loss of generality, we assume R2 < R1. Since in the PNC,
both sources must possess the same code, we design the code
C2 to be a sub-code of C1. More specifically, C2 is designed
to be rate compatible, which can be seen as a concatenated
code (Cout,Cin). We set Cin = C1. The information of S2 is
firstly encoded by the outer code Cout with rate R2

R1
, and then

the output of Cout is encoded by the inner code C1 (with rate
R1). We denote the parity check matrix of Cout and C1 as
Hout and H1, respectively. Then the parity check matrix H2

of C2 can be expressed as

H2 =

 Hout O
−−−−−−
← H1 →

 , (3)

where O is a zero matrix, and H1, H2, Hout and O have the
size nt(1−R1)× nt, nt(1−R2)× nt, nt(R1 −R2)× ntR1

and nt(R1 −R2)× nt(1−R1), respectively.
At the relay, X1 + X2 is viewed as a codeword of a

non-binary code which is derived from C1, and S2’s outer
code Cout is transparent to the relay. The relay generates the
network coded symbols X̄R from X1X2 based on a matrix
HR, i.e., X̄R = HR(X1X2). The information symbols in X̄R
are then encoded by a desired channel code to the codeword
XR. The lengths of X̄R and XR are (1−t)nRR and (1−t)n,
respectively. The size of HR is (1 − t)nRR × nt. At the
destination, the symbols in X̄R are firstly decoded. The code
at the destination is designed by viewing [X1 X2 X̄R]T as its
codeword, with its parity check matrix denoted by HD.

Fig. 2(a) shows the structure of the parity check matrix
HD. In Fig. 2(a), the sub-matrices O1, O2, O3 and O4 are
four zero matrices, I is an identity matrix. The size of O1 is
nt(1−R1)×nt, the size of O2 is nt(1−R1)× (1− t)nRR,
the size of O3 is nt(1 − R2) × nt, and the size of O4 is
nt(1 − R2) × (1 − t)nRR. The sub-matrix [HR HR] of HD
corresponds to the network coding at the relay. We denote the
code that corresponds to the sub-matrix [HR HR] of HD as
CR, denote the code that corresponds to the left matrix HR
of [HR HR] as CR,1, and denote the code that corresponds
to the right matrix HR of [HR HR] as CR,2.

We utilize multi-edge type structure [6] to represent the
code structure at the destination. The multi-edge type ensemble
can be specified through two polynomials, one is associated
with variable nodes, and the other is associated with check
nodes. The polynomials are given by v(r,w) =

∑
vb,drbwd,

Type 1:

+ + + +
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+ + + +⋯⋯ + + + +⋯⋯
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(a) The structure of the PNC-LDPC code
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R
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(1 )t nR-
R
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Type 5 :

Fig. 2. Multi-edge type structure of the PNC-LDPC code.

and µ(w) =
∑

µdwd, where d = [d1, d2, · · · , dnς ] is the edge
degree vector (EDV) of length nς and b = [b0, b1, · · · , bnτ ] is
the received degree vector (RDV) of length nτ +1. The vector
of variables is denoted by w = [w1, · · · , wnς ], while r =
[r0, r1, · · · , rnτ ] denotes the vector of variables corresponding
to the received distributions. Here, we have wd =

∏nς

ι=1w
dι
ι

and rb =
∏nτ

ι=0 r
bι
ι . The coefficients vb,d and µd correspond

to the percentage of variable nodes with type (b, d) and check
nodes with type (d), respectively.

Fig. 2 (b) shows the Tanner Graph of the PNC-LDPC
code represented by a multi-edge type code structure.
The symbols of X̄R are neglected since X̄R has been
successfully decoded at the destination. We denote the five
edge types as Type 1, Type 2, Type 3, Type 4, and Type
5, corresponding to the codes C1, C1 (the inner code of
C2), Cout, CR,1, and CR,2, respectively. Next, we assign
the structure of the PNC-LDPC code with two types of
the received degree (i.e., nτ = 2), since the codewords
X1 and X2 experience two different signal-to-interference-
noise ratio. With five different edge-types and two types
of received degree in HR, the polynomials for HD can be

written as v(r,w) = r1
dv,1∑
a=1

dv,4∑
d=0

v[0,1,0],[a,0,0,d,0]w
a
1w

d
4 +

r2
dv,2∑
b=1

dv,3∑
c=0

dv,5∑
e=0

v[0,0,1],[0,b,c,0,e]w
b
2w

c
3w

d
5 , and µ(w) =

dc,1∑
a=1

µ[a,0,0,0,0]w
a
1 +

dc,2∑
b=1

µ[0,b,0,0,0]w
b
2 +

dc,3∑
c=1

µ[0,0,c,0,0]w
c
3 +

dc,4∑
d=1

µ[0,0,0,d,0]w
d
4 +

dc,5∑
e=1

µ[0,0,0,0,e]w
d
5 , where r1 and r2 denote
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lmud
dec (x

j
1) = ln

(
p(yj1|x

j
1 = 1, xj

2 = 1)P (xj
1 = 1)P (xj

2 = 1) + p(yj1|x
j
1 = 1, xj

2 = −1)P (xj
1 = 1)P (xj

2 = −1)
p(yj1|x

j
1 = −1, xj

2 = 1)P (xj
1 = −1)P (xj

2 = 1) + p(yj1|x
j
1 = −1, xj

2 = −1)P (xj
1 = −1)P (xj

2 = −1)

)
(4)

1 

1

jy SISO 

MUD
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mud

dec 1( )jl x

 

mud

dec 2( )jl x
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Fig. 3. Iterative receiver structure at the destination.

the variable nodes associated with X1 and X2, respectively.
More specifically, r1 and r2 are associated with the S1-
to-destination channel and the S2-to-destination channel,
respectively. The variable nodes transmitted in the S1-to-
destination channel (i.e., the symbols in X1) are connected
to the edges of Type 1 and Type 4, while the variable nodes
transmitted in the S2-to-destination channel (i.e., the symbols
in X2) are connected to the edges of Type 2, Type 3 and
Type 5. The EDV d = [a, b, c, d, e] represents five types of
edge degree with a, b, c, d and e denoting the variable or
check node’ degrees of Type 1, Type 2, Type 3, Type 4, and
Type 5, respectively. In the design of the PNC-LDPC code,
we first optimize the single-link LDPC code C1 according
to S1’s code rate. Then based on both C1 and the multiuser
detector at the destination, we jointly optimize Cout and CR.

V. RECEIVER STRUCTURE AND CODE OPTIMIZATION

A. Iterative Receiver

The iterative receiver structure is shown in Fig. 3. There is a
soft-in-soft-out (SISO) multiuser detector (denoted by MUD),
and an SISO belief propagation (BP) decoder (denoted by
DEC). Recall that the parity check matrix of the DEC, i.e.,
HD, is composed of H1 (corresponds to the code C1), H2

(corresponds to the code C2), and [HR HR] (corresponds to
the code CR). The extrinsic log-likelihood ratios (LLR), i.e.,
lmud
dec (x

j
i ) and ldec

mud(x
j
i ) are exchanged between the MUD and

the DEC in each iteration. The MUD utilizes the input LLR
ldec
mud(x

j
i ) to update its output LLR lmud

dec (x
j
i ). The a priori LLR

ldec
mud(x

j
i ) is defined as ln(P (xj

i = 1)/(xj
i = −1)). Without

loss of generality, we focus on the LLR lmud
dec (x

j
1), which can

be expressed in Equation (4).
In the MUD, we use the extrinsic LLR ldec

mud(x
j
2) to update

the probability P (xj
2) in lmud

dec (x
j
1) and use the extrinsic LLR

ldec
mud(x

j
1) to update the probability P (xj

1) in lmud
dec (x

j
2) in each

iteration. The probability P (xj
i ) is updated as P (xj

i = 1) =
exp(ldec

mud(x
j
i ))

1+exp(ldec
mud(x

j
i ))

, and P (xj
i = −1) = 1

1+exp(ldec
mud(x

j
i ))

.

From the DEC point of view, lmud
dec (x

j
1) and lmud

dec (x
j
2) are

utilized as the extrinsic channel LLRs. BP decoding is applied
to the parity check matrix HD. The DEC structure is shown
in Fig. 3. We can see that, joint decoding of the two sources’
codewords is enabled by the sub-matrix [HR HR] in the parity
check matrix HD. We denote the output LLR of the code Ci

as li(x
j
i ), and the output LLR from CR to Ci as liR(xj

i ).
From the code structure of CR, we can see that the LLR
l1R(xj

1) is dependent on the information from C2 and l2R(xj
2)

is dependent on the information from C1. To make the output
LLR of the DEC, i.e., ldec

mud(x
j
i ) to be extrinsic, we calculate it

as ldec
mud(x

j
i ) = li(x

j
i )− lmud

dec (x
j
i )− liR(xj

i ).

B. Code Optimization

Now, we focus on the optimization of the PNC-LDPC code.
We first optimize the code C1 as a single link ternary LDPC
code, which guarantees a good decoding performance of X1+
X2 at the relay. The optimization can follow a method similar
to the one in [9]. Then based on C1 and the iterative receiver,
we jointly optimize Cout and CR. We have some constraints
on the structures of Cout and CR. For Cout, when we optimize
its degree distribution, we should ensure that the sub-matrix in
the right-top corner of H2 is a zero matrix with size nt(R1−
R2)×nt(1−R1). For CR, due to the symmetric structure of
the sub-matrix [HR HR], the symbols xj

1 and xj
2 are always

connected by the same parity checks in CR.
The EXIT chart [10] is utilized to optimize Cout and CR.

We optimize the degree distribution of Cout and CR by fixing
the codes C1 and the MUD. First, we track the extrinsic mutual
information transfer inside of the DEC. We need to find the
relationship between the input and the output extrinsic mutual
information of the DEC. Since the codeword digits of different
sources experience different channel conditions, we average
the extrinsic mutual information within each edge type.

To track the extrinsic mutual information inside of the
DEC, we denote by I

(k,q)
Ev,m the average extrinsic mutual

information sent on the edges of Type m, m = 1, 2, 3, 4, 5
from the variable nodes to the check nodes in the q-th
iteration of the BP decoding and the k-th iteration between
the MUD and the DEC. We denote by I

(k,q)
Ec,m the average

extrinsic mutual information sent on the edges of Type
m from the check nodes to the variable nodes in the q-th
iteration of the BP decoding and the k-th iteration between
the MUD and the DEC. Also note that the extrinsic mutual
information on an edge connecting the variable nodes to
the check nodes, at the output of the variable nodes, is the
a-priori mutual information for the check nodes in the current
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I
(k,q)
Ev,1 =

dv,1∑
a=1

dv,4∑
d=1

J

(√
(a− 1)

(
J−1

(
I
(k,q)
Av,1

))2
+ d

(
J−1

(
I
(k,q)
Av,4

))2
+
(
σ
(k)
1

)2)
λ
(1)
[a,0,0,d,0],

I
(k,q)
Ev,2 =

dv,2∑
b=1

dv,3∑
c=1

dv,5∑
e=1

J

(√
(b− 1)

(
J−1

(
I
(k,q)
Av,2

))2
+ c

(
J−1

(
I
(k,q)
Av,3

))
+ e

(
J−1

(
I
(k,q)
Av,5

))2
+
(
σ
(k)
2

)2)
λ
(2)
[0,b,c,0,e],

I
(k,q)
Ev,3 =

dv,2∑
b=1

dv,3∑
c=1

dv,5∑
e=1

J

(√
b
(
J−1
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(5)

iteration of BP decoding, i.e., I
(k,q)
Ac,m = I

(k,q)
Ev,m. Similarly,

the extrinsic mutual information on an edge connecting
the check nodes to the variable nodes, at the output of
the check node, is the a-priori mutual information for the
variable nodes in the next iteration of BP decoding, i.e.,
I
(k,q+1)
Av,m = I

(k,q)
Ec,m. We use the J(·) function to represent

the mutual information of a single link BIAWGN channel,
which is derived in [10]. We denote the variance of the LLR

lmud
dec (x

j
i ) as

(
σ
(k)
i

)2
in the k-th iteration between the MUD

and the DEC. According to [10], we have the extrinsic mutual
information, at the output of the variable nodes as Equation
(5). In (5), the percentages of the edges connected to the
variable nodes of different degrees within each edge type are
calculated as λ

(1)
[a,0,0,d,0] =

v[0,1,0],[a,0,0,d,0]a∑dv,1

a′=1

∑dv,4

d′=1
v[0,1,0],[a′,0,0,d′,0]a

′
,

λ
(2)
[0,b,c,0,e] =

v[0,0,1],[0,b,c,0,e]b∑dv,2
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∑dv,3

c′=1

∑dv,5
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′
,

λ
(3)
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′
,

λ
(4)
[a,0,0,d,0] =

v[0,1,0],[a,0,0,d,0]d∑dv,1

a′=1

∑dv,4

d′=1
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′
, and

λ
(5)
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b′=1

∑dv,3

c′=1

∑dv,5

e′=1
v[0,0,1],[0,b′,c′,0,e′]e

′
.

We have the extrinsic mutual information, at the output of
the check nodes as

I
(k,q)
Ec,1 = 1−

dc,1∑
a=1

J
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(
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(
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(
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))2)
ρ
(5)

[0,0,0,0,e],

where the percentages of the edges connected to the
check nodes of different degrees within each edge
type are calculated as ρ

(1)
[a,0,0,0,0] =

µ[a,0,0,0,0]a∑dc,1

a′=1
µ[a′,0,0,0,0]a

′
,

ρ
(2)
[0,b,0,0,0] =

µ[0,b,0,0,0]b∑dc,2

b′=1
µ[0,b′,0,0,0]b

′
, ρ

(3)
[0,0,c,0,0] =

µ[0,0,c,0,0]c∑dc,3

c′=1
µ[0,0,c′,0,0]c

′
, ρ

(4)
[0,0,0,d,0] =

µ[0,0,0,d,0]d∑dc,4

d′=1
µ[0,0,0,d′,0]d

′
, and

ρ
(5)
[0,0,0,0,e] =

µ[0,0,0,0,e]e∑dc,5

e′=1
µ[0,0,0,0,e′]e

′
. We assume the BP decoder

performs Q iterations in the DEC. Then at the end of the
iterations of the BP decoding, the extrinsic mutual information
from the DEC to the MUD, is given by

I
(k)
1,DEC→MUD =

dv,1∑
a=1

dv,4∑
d=1

J

(√
a
(
J−1

(
I
(k,Q)
Av,1

))2)
λ
(1)

[a,0,0,d],

I
(k)
2,DEC→MUD =

dv,2∑
b=1

dv,3∑
c=1

dv,4∑
d=1

J

(√
b
(
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(
I
(k,Q)
Av,2

))2
+ c

(
J−1

(
I
(k,Q)
Av,3

)))
λ
(2)

[0,b,c,d].

We assume that the receiver at the destination conducts total
K iterations between the MUD and the DEC. At the end of
the K iterations, we ensure that I

(K)
i,DEC→MUD → 1. Given

these requirements, we optimize the code by searching a code
profile with the maximum threshold σ.

VI. SIMULATIONS

In the simulations, we consider the following asymmetric
MARC network. We assume that φ1 = π

2 , φ2 = π, dR =

0.5, dRD = 0.5, d1D =
√
0.52 + 0.52 = 0.7071, and d2D =

0.5 + 0.5 = 1.0. The channel attenuation exponents of all the
channels are the same and equal to γ = 2. The SNR is defined
as the transmission SNR of each source, i.e., 1

σ2 . Fig. 4 shows
the optimized achievable rates of the MARC network. The
achievable rates of the MARC network are optimized based
on time allocation. From Fig. 4, the achievable rates of the
MARC with the PNC are always larger than the FNC.

We set n = 10000 in the BER simulations. We design a
LDPC code for the FNC, which is denoted by FNC-LDPC
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code. We use the FNC-LDPC code as a benchmark of the
PNC-LDPC code. To have a fair comparison of the two codes,
we set the PNC and the FNC to have the same achievable rate.
Without loss of generality, we design the codes at the SNR of 0
dB. We determine the code rates for both the PNC-LDPC code
and the FNC-LDPC code as follows. First, we choose the code
rates R1 = 0.8 and R2 = 0.59 for the codeword X1 and X2,
respectively. The sum rate R1 +R2 = 1.39, which is slightly
smaller than the achievable sum rate of the source-to-relay
MAC, i.e., 1.33. Second, in the relay-to-destination channel,
we choose relay’s code rate RR as RR = I(xj

R; yj2) = 0.99.
The extra rate provided by the relay (relative to the codeword
length) is calculated as 1−tFNC

tFNC RR = 0.4. At the destination,
the equivalent sum code rate of the two sources is 1.39−0.4 =
0.99, which equals the achievable rate of the MARC network
at 0 dB (See Fig. 4).

Next, we shall optimize the codes based on both the code
structure and the receiver structure at the destination. In the
design of FNC-LDPC code, we optimize the codes C1,FNC ,
C2,FNC and CR,FNC for S1, S2, and R, respectively. Each of
C1,FNC and C2,FNC is designed to be good codes in point-

to-point channels and CR,FNC is optimized according to the
degree distributions of C1,FNCl and C2,FNC . For the PNC-
LDPC code, we optimize the code by following the method
in Section V. The code profiles of the WNC-LDPC and PNC-
LDPC codes are omitted due to page limit, which are shown
in the journal version of this work. Fig. 5 shows the BER
curves of two coding schemes. Note that in the figure, the
‘Relay’ means the BER at the relay, and the ’Destination’
means the BER at the destination. First, we investigate the
decoding performance at the relay. From Fig. 5 we can see
that, in the FNC, because the relay has to fully decode two
sources’ information, the decoding performance is much worse
than that of the PNC at the relay. Then we focus on the
decoding performance at the destination. We can see that the
performance of the proposed PNC-LDPC is about 1.5 dB away
from the capacity (at BER 10−4). Also, our PNC-LDPC code
is about 0.8 dB better compared with the FNC-LDPC code.

VII. CONCLUSION

In this paper we propose a PNC-LDPC code structure based
on the multi-edge type LDPC codes for a MARC network.
An iterative detection-and-decoding receiver is designed to
deal with the multi-user interference at the destination. We
optimize the PNC-LDPC code to approach the achievable
rates by utilizing the EXIT chart of the iterative detection-and-
decoding receiver. Numerical results show that the achievable
rates of the MARC with the PNC are always larger than that
with the FNC. In the BER simulations, the BER performance
of our PNC-LDPC code is only 1.5 dB away from the capacity.
Also, relative to the LDPC code optimized for the FNC, the
PNC-LDPC code has a gain of 0.8 dB gain.
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